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Figure 1: The small Crazyflie quadrotor

Pontus: Good idea to talk about Lyapunov functions!
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Simulation example
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Figure 2: Example simulation (to be explained)
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Introduction - A note of caution
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Some warnings

Quite dense

Lots of signals...!

Some omitted details

Σ A system (with memory)

R A rotation (always ∈ R3×3)

·r A reference

·e A tracking error

G Global, as in globally stable (GS)

A Asymptotic, as in asymptotically stable (AS)

E Exponential, as in exponentially stable (ES)

U Uniform, as in uniformly stable (US)
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Introduction - Curious Example 1

Consider two linear systems

Σ′1 : ẋ1 = A1x1, x1(t◦) = x1◦ (1a)

Σ2 : ẋ2 = A2x2, x2(t◦) = x2◦. (1b)

Consider the cascade

Σ1 : ẋ1 , A1x1 +Bx2. (2)

If {Σ′1,Σ2} are asymptotically stable (AS), then {Σ1,Σ2} is AS, as

{Σ1,Σ2} : d
dt

[
x1
x2

]
=
[
A1 B
0 A2

] [
x1
x2

]
(3)

What if the systems are nonlinear and non-autonomous?
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Introduction - Curious Example 1

Consider two nonlinear systems

Σ′1 : ẋ1 = f1(t,x1), x1(t◦) = x1◦ (4a)

Σ2 : ẋ2 = f2(t,x2), x2(t◦) = x2◦. (4b)

Consider the cascade

Σ1 : ẋ1 , f1(t,x1) + g(t,x1,x2)x2. (5)

If {Σ′1,Σ2} are asymptotically stable (AS), then {Σ1,Σ2} is...

...it depends!
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Σ2 : ẋ2 = f2(t,x2), x2(t◦) = x2◦. (4b)

Consider the cascade
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Introduction - Curious Example 1

Example (Peaking)
Let t◦ = 0, and consider a nonlinear system

Σ′1 : ẋ1 = −x3
1, x1(t◦) = x1◦,

Σ2 : ẋ2 = −x2, x2(t◦) = x2◦.

When connecting the systems through g(x1, x2) = x3
1, we get

Σ1 : ẋ1 = −(1− x2)x3
1

The solution for the system {Σ1,Σ2} is

x1(t) = sign(x1◦)(x−2
1◦ + 2x2◦(e−t − 1) + 2t)−1/2

x2(t) = x2◦e
−t,
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Σ2 : ẋ2 = −x2, x2(t◦) = x2◦.

When connecting the systems through g(x1, x2) = x3
1, we get
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Introduction - Curious Example 1

Example (Peaking)

Here Σ′1 is GAS, and Σ2 is GAS, but for their cascade through g, the
solution x1(t) diverges with a finite escape time even for x1◦ > 0.

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 50

1

2

3

4

5

Time t

x
1(
t)

x1◦ = 0.7
x1◦ = 0.8
x1◦ = 0.9
x1◦ = 1.0
x1◦ = 1.1
x1◦ = 1.2
x1◦ = 1.3
tesc when x1◦ = 1.3
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Growth rate: If {Σ′1,Σ2} is AS, and there exists continuous
θi : R≥0 → R≥0 such that ‖g(x1, x2)‖ ≤ θ1(‖x2‖) + θ2(‖x2‖)‖x1‖,
then {Σ1,Σ2} is also AS (see e.g. Panteley ’99 [2], or Loria ’05 [3]).
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Introduction - Curious Example 1

Takeaway
In the nonlinear setting, the separation principle generally does not
apply. Care must be taken when connecting a found controller with an
observer, as the introduced dynamics may cause the states to diverge,
even if {Σ′1,Σ2} has very nice properties. Especially true when
aiming for global or almost global stability properties.

With a ”nice” feedback, a ”nice” estimator and ”good” connection, are
asymptotic stability properties enough? What about robustness?
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Introduction - Curious Example 2

Consider two non-autonomous systems:

Σ : ẋ = f(t,x),
Σ∆ : ẋ = f(t,x) + ∆(t,x),

where ‖∆(t,x)‖ ≤ L for all t ≥ t◦. What does Σ say about on Σ∆?

Example (Loria, Panteley, Teel ’99)

Consider a nominal system with defined by a(t) = (t+ 1)−1, with

ẋ = f(t, x) =
{
−a(t)sign(x) if |x| > a(t)
−x if |x| ≤ a(t)

, t ≥ t◦ ≥ 0.

When adding a ∆(t) = L 6= 0, solutions grow unbounded as t→∞.
In fact, limt→∞ x(t)/t = ±L (depending on the sign of x(t◦))
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Introduction - Curious Example 2

Problem: the solution of x(t) for the unperturbed system ẋ = f(t, x)
depends on (t◦, x(t◦)), the convergence to the origin is not uniform.

Solution: Require uniform asymptotic stability (independent of t◦).

Takeaway
In general, to say something about the robustness properties of
systems on the form Σ : ẋ = f(t,x) we require uniform stability
properties. Several local or global boundedness results follow (see
e.g., Khalil ’96 [4, Theorem 3.18 combined with Lemma 4.3]).
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Introduction

The attitude dynamics of the UAV

Σ :
{
Ṙ = RS(ω),
Jω̇ = S(Jω)ω + τ ,

(Controlled system) (6a)

Σr :
{
Ṙr = RrS(ωr),
Jω̇r = S(Jωr)ωr + τ r,

(Reference system) (6b)

where

J ∈ R3×3 s.t. J = J> � 0
S : R3 → R3×3 s.t. S(a)b = a× b

R,Rr ∈ SO(3) s.t. Orthogonal, positive determinant
ω,ωr ∈ R3 s.t. ‖ωr‖ is uniformly bounded in t
τ , τ r ∈ R3 s.t. ‖τ r‖ is uniformly bounded in t
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Introduction

Objective: Find g(R,ω,Rr,ωr, τ r) such thatR→ Rr,ω → ωr

τ r

Σr

{Rr,ωr}

τ = g(·) Σ

{R,ω}

τ

Many (almost) global solutions exist [5]–[8] , however...

Essentially a full-state feedback - requires an estimator

Stability should to be uniform, estimator needs to be (almost)
globally stabilizing, interconnection needs to satisfy conditions.
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Introduction

Alternatively, solve a filtered output feedback problem, as in [1].

τ r

Σr

{Rr,ωr}

τ = g(·)

dζ
dt = h(·)

ζ

Σ
τ

ζ

{R,ω}

{yi}Ni=0

Define a filter memory ζ (here {R̂, ω̂} ∈ SO(3)× R3).

Define an update of ζ in a set of measurements {yi}Ni=1 (IMU).

Define a feedback law g(ζ,Rr,ωr, τ r) such that
R→ Rr,ω → ωr and {ζ,R,ω, τ} remain bounded.
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1. INTRODUCTION

In this paper we consider the problem of constructing a
controller-observer combination for the tracking control
of quadrotor UAVs, without the use of linear velocity
measurements. As state measurements contain noise, one
would like to attenuate those using a filter/observer,
and since for nonlinear systems the certainty equivalence
principle does not hold, controller-observer combinations
need to be carefully codesigned.

Starting with the work of Caccavale and Villani (1999),
output feedback laws that solve the tracking problem
for only the attitude dynamics have been developed. In
Asl and Yoon (2015) an output feedback for only the
translational dynamics are given, where it is assumed that
the inner loop for the attitude dynamics is fast enough.
However, no stability proof for the resulting overall system
has been given in that paper. Also, the authors used Euler
angles to represent the attitude, resulting in singularities
due to the so called “gimbal lock”, making their approach
fail for complex trajectories with large angular movements,
such as the looping maneuver considered in this paper.

The stabilization problem has been studied in Bertrand
et al. (2011). To the best knowledge of the authors only
three (groups of) authors consider an output-feedback
tracking problem: Abdessameud and Tayebi (2010), Zou
(2016), and Shao et al. (2018). Those papers, as well as
ours, use a similar approach. First, a virtual controller is
designed for controlling the translational dynamics. This
determines the total thrust and subsequently an attitude
controller is designed to achieve the required attitude. For
specifying the desired attitude, a non-zero virtual control
action is required for the virtual controller. In Shao et al.
(2018) this is not guaranteed by the proposed controller

1 The research leading to these results has received funding from the
Swedish Science Foundation (SSF) project “Semantic mapping and
visual navigation for smart robots” (RIT15-0038) and the ELLIIT
Excellence Center at Lund University.

for the translational dynamics, therefore resulting in a
local stability result for their controller. In Abdessameud
and Tayebi (2010) and Zou (2016) the non-zero virtual
control action is guaranteed by saturating a proportional
and differential control action separately. In this paper we
saturate only the combined proportional and differential
control action. Furthermore, in those two papers stability
proofs are finalized using Barbălat’s Lemma, showing only
asymptotic stability, not uniform asymptotic stability as
we do in this paper. Only the latter guarantees robustness
against bounded perturbations, cf. Panteley et al. (1999)
and (Khalil, 2002, Lemma 9.3). Also, in Zou (2016) time-
derivatives of the virtual control action are used in the
attitude controller, introducing the need for measuring
translational velocities (and even translational accelera-
tions). In Abdessameud and Tayebi (2010) the design of
the attitude controller has been done in quaternions. As
both the quaternions q and −q represent the same atti-
tude, the resulting attitude controller may exhibit the so
called dynamical unwinding behavior, see Bhat and Bern-
stein (2000). Finally, all of the above controllers use state
measurements directly in the controller, i.e., unfiltered.

To the best knowledge of the authors we are the first
to present an output feedback for the tracking control
problem of quadrotor UAVs for which:

• only filtered signals are used in the control action (the
measurement noise is thereby attenuated),

• uniform almost global asymptotic stability results
are derived (implying robustness against bounded
disturbances),

• proportional and derivative actions of the transla-
tional controller are saturated together, not sepa-
rately (which is beneficial if they have opposite signs).

Furthermore, we consider the attitude on SO(3) instead
of using Euler angles (which have singularities in repre-
sentation) or quaternions (which might lead to ambiguous
control actions due to the phenomenon of unwinding).
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In this paper we consider the problem of constructing a
controller-observer combination for the tracking control
of quadrotor UAVs, without the use of linear velocity
measurements. As state measurements contain noise, one
would like to attenuate those using a filter/observer,
and since for nonlinear systems the certainty equivalence
principle does not hold, controller-observer combinations
need to be carefully codesigned.

Starting with the work of Caccavale and Villani (1999),
output feedback laws that solve the tracking problem
for only the attitude dynamics have been developed. In
Asl and Yoon (2015) an output feedback for only the
translational dynamics are given, where it is assumed that
the inner loop for the attitude dynamics is fast enough.
However, no stability proof for the resulting overall system
has been given in that paper. Also, the authors used Euler
angles to represent the attitude, resulting in singularities
due to the so called “gimbal lock”, making their approach
fail for complex trajectories with large angular movements,
such as the looping maneuver considered in this paper.

The stabilization problem has been studied in Bertrand
et al. (2011). To the best knowledge of the authors only
three (groups of) authors consider an output-feedback
tracking problem: Abdessameud and Tayebi (2010), Zou
(2016), and Shao et al. (2018). Those papers, as well as
ours, use a similar approach. First, a virtual controller is
designed for controlling the translational dynamics. This
determines the total thrust and subsequently an attitude
controller is designed to achieve the required attitude. For
specifying the desired attitude, a non-zero virtual control
action is required for the virtual controller. In Shao et al.
(2018) this is not guaranteed by the proposed controller

1 The research leading to these results has received funding from the
Swedish Science Foundation (SSF) project “Semantic mapping and
visual navigation for smart robots” (RIT15-0038) and the ELLIIT
Excellence Center at Lund University.

for the translational dynamics, therefore resulting in a
local stability result for their controller. In Abdessameud
and Tayebi (2010) and Zou (2016) the non-zero virtual
control action is guaranteed by saturating a proportional
and differential control action separately. In this paper we
saturate only the combined proportional and differential
control action. Furthermore, in those two papers stability
proofs are finalized using Barbălat’s Lemma, showing only
asymptotic stability, not uniform asymptotic stability as
we do in this paper. Only the latter guarantees robustness
against bounded perturbations, cf. Panteley et al. (1999)
and (Khalil, 2002, Lemma 9.3). Also, in Zou (2016) time-
derivatives of the virtual control action are used in the
attitude controller, introducing the need for measuring
translational velocities (and even translational accelera-
tions). In Abdessameud and Tayebi (2010) the design of
the attitude controller has been done in quaternions. As
both the quaternions q and −q represent the same atti-
tude, the resulting attitude controller may exhibit the so
called dynamical unwinding behavior, see Bhat and Bern-
stein (2000). Finally, all of the above controllers use state
measurements directly in the controller, i.e., unfiltered.

To the best knowledge of the authors we are the first
to present an output feedback for the tracking control
problem of quadrotor UAVs for which:

• only filtered signals are used in the control action (the
measurement noise is thereby attenuated),

• uniform almost global asymptotic stability results
are derived (implying robustness against bounded
disturbances),

• proportional and derivative actions of the transla-
tional controller are saturated together, not sepa-
rately (which is beneficial if they have opposite signs).

Furthermore, we consider the attitude on SO(3) instead
of using Euler angles (which have singularities in repre-
sentation) or quaternions (which might lead to ambiguous
control actions due to the phenomenon of unwinding).
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Case study - Errors

Consider the errors,

Re = RrR
> ∈ SO(3), (7a)

R̃ = R̂R> ∈ SO(3), (7b)

ωe = ωr − ω ∈ R3, (7c)

ω̃ = ω̂ − ω ∈ R3, (7d)

ω̂e = ωr − ω̂ ∈ R3. (7e)

With the controller and observer in [1] (here omitted for brevity),

Ṙe = f1(t,Re, R̃e,ωe, ω̃) (8a)
˙̃Re = f2(t,Re, R̃e,ωe, ω̃) (8b)

Jω̇e = f3(t,Re, R̃e,ωe, ω̃) (8c)

J ˙̃ω = f4(t,Re, R̃e,ωe, ω̃) (8d)
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Case Study - Lyapunov

Consider an AS linear system,

ẋ = Ax, x(t◦) ∈ Rn.

Then, there exists a solution

A>P + PA+Q = 0, P = P> � 0, Q = Q> � 0,

using lyap(A,Q) and a quadratic Lyapunov function V = x>Px.

−1

0

1 −1
0

1

0

0.2

x1
x2

V(
t,
x
)
=
x
2 1
+
x
1
x
2
+
x
2 2

(x1, x2,V)
(x1, x2, 0)

0 1 2 3 4 5 6 7 8 9 10
0

0.2

0.4

0.6

0.8

1

1.2

t [s]

‖x
(t
)‖

β(‖x(t◦)‖, t− t◦)
‖x(t)‖

16 / 27



Case study - Lyapunov

Consider a PD function in the errors (where ki > 0, vi ∦ vj ∈ R3),

V1 =
N∑

i=1

ki

2 ‖ReR̃
>
vi − vi‖2 + 1

2ω
>
e Jωe +

N∑
i=1

ki

2 ‖R̃vi − vi‖2 + 1
2 ω̃
>Jω̃.

The function is NSD along the solutions of the error dynamics, with

V̇1 =− cR

∥∥∥ N∑
i=1

kiS(R̂>vi)(Rr
>vi +R>vi)

∥∥∥2
− ω>e Kωωe − ω̃>Cωω̃.

where cR > 0,Kω � 0,Cω � 0.

(i) Standard Lyapunov theory is difficult to apply

(ii) As V̇1 is negative semi-definite, V1 is upper bounded,

(iii) Due to (ii), errors are bounded, and therefore V̈1 is bounded

(iv) Due to (iii), V̇1 is uniformly continuous in time

17 / 27



Case study - Lyapunov

Consider a PD function in the errors (where ki > 0, vi ∦ vj ∈ R3),

V1 =
N∑

i=1

ki

2 ‖ReR̃
>
vi − vi‖2 + 1

2ω
>
e Jωe +

N∑
i=1

ki

2 ‖R̃vi − vi‖2 + 1
2 ω̃
>Jω̃.

The function is NSD along the solutions of the error dynamics, with

V̇1 =− cR

∥∥∥ N∑
i=1

kiS(R̂>vi)(Rr
>vi +R>vi)

∥∥∥2
− ω>e Kωωe − ω̃>Cωω̃.

where cR > 0,Kω � 0,Cω � 0.

(i) Standard Lyapunov theory is difficult to apply

(ii) As V̇1 is negative semi-definite, V1 is upper bounded,

(iii) Due to (ii), errors are bounded, and therefore V̈1 is bounded

(iv) Due to (iii), V̇1 is uniformly continuous in time

17 / 27



Case study - Lyapunov

Consider a PD function in the errors (where ki > 0, vi ∦ vj ∈ R3),

V1 =
N∑

i=1

ki

2 ‖ReR̃
>
vi − vi‖2 + 1

2ω
>
e Jωe +

N∑
i=1

ki

2 ‖R̃vi − vi‖2 + 1
2 ω̃
>Jω̃.

The function is NSD along the solutions of the error dynamics, with

V̇1 =− cR

∥∥∥ N∑
i=1

kiS(R̂>vi)(Rr
>vi +R>vi)

∥∥∥2
− ω>e Kωωe − ω̃>Cωω̃.

where cR > 0,Kω � 0,Cω � 0.

(i) Standard Lyapunov theory is difficult to apply

(ii) As V̇1 is negative semi-definite, V1 is upper bounded,

(iii) Due to (ii), errors are bounded, and therefore V̈1 is bounded

(iv) Due to (iii), V̇1 is uniformly continuous in time

17 / 27



Case study - Lyapunov

Consider a PD function in the errors (where ki > 0, vi ∦ vj ∈ R3),

V1 =
N∑

i=1

ki

2 ‖ReR̃
>
vi − vi‖2 + 1

2ω
>
e Jωe +

N∑
i=1

ki

2 ‖R̃vi − vi‖2 + 1
2 ω̃
>Jω̃.

The function is NSD along the solutions of the error dynamics, with

V̇1 =− cR

∥∥∥ N∑
i=1

kiS(R̂>vi)(Rr
>vi +R>vi)

∥∥∥2
− ω>e Kωωe − ω̃>Cωω̃.

where cR > 0,Kω � 0,Cω � 0.

(i) Standard Lyapunov theory is difficult to apply

(ii) As V̇1 is negative semi-definite, V1 is upper bounded,

(iii) Due to (ii), errors are bounded, and therefore V̈1 is bounded

(iv) Due to (iii), V̇1 is uniformly continuous in time

17 / 27



Case study - Lyapunov

Consider a PD function in the errors (where ki > 0, vi ∦ vj ∈ R3),

V1 =
N∑

i=1

ki

2 ‖ReR̃
>
vi − vi‖2 + 1

2ω
>
e Jωe +

N∑
i=1

ki

2 ‖R̃vi − vi‖2 + 1
2 ω̃
>Jω̃.

The function is NSD along the solutions of the error dynamics, with

V̇1 =− cR

∥∥∥ N∑
i=1

kiS(R̂>vi)(Rr
>vi +R>vi)

∥∥∥2
− ω>e Kωωe − ω̃>Cωω̃.

where cR > 0,Kω � 0,Cω � 0.

(i) Standard Lyapunov theory is difficult to apply

(ii) As V̇1 is negative semi-definite, V1 is upper bounded,

(iii) Due to (ii), errors are bounded, and therefore V̈1 is bounded

(iv) Due to (iii), V̇1 is uniformly continuous in time

17 / 27



Case study - Lyapunov

Consider a PD function in the errors (where ki > 0, vi ∦ vj ∈ R3),

V1 =
N∑

i=1

ki

2 ‖ReR̃
>vi − vi‖2 + 1

2ω
>
e Jωe +

N∑
i=1

ki

2 ‖R̃vi − vi‖2 + 1
2 ω̃
>Jω̃.

The function is NSD along the solutions of the error dynamics, with

V̇1 =− cR

∥∥∥ N∑
i=1

kiS(R̂>vi)(Rr
>vi +R>vi)

∥∥∥2
− ω>e Kωωe − ω̃>Cωω̃.

where cR > 0,Kω � 0,Cω � 0.

(i) Standard Lyapunov theory is difficult to apply

(ii) As V̇1 is negative semi-definite, V1 is upper bounded,

(iii) Due to (ii), errors are bounded, and therefore V̈1 is bounded

(iv) Due to (iii), V̇1 is uniformly continuous in time

17 / 27



Case study - Lyapunov

Consider a PD function in the errors (where ki > 0, vi ∦ vj ∈ R3),

V1 =
N∑

i=1

ki

2 ‖ReR̃
>
vi − vi‖2 + 1

2ω
>
e Jωe +

N∑
i=1

ki

2 ‖R̃vi − vi‖2 + 1
2 ω̃
>Jω̃.

The function is NSD along the solutions of the error dynamics, with

V̇1 =− cR

∥∥∥ N∑
i=1

kiS(R̂>vi)(Rr
>vi +R>vi)

∥∥∥2
− ω>e Kωωe − ω̃>Cωω̃.

where cR > 0,Kω � 0,Cω � 0.

(i) Standard Lyapunov theory is difficult to apply

(ii) As V̇1 is negative semi-definite, V1 is upper bounded,

(iii) Due to (ii), errors are bounded, and therefore V̈1 is bounded

(iv) Due to (iii), V̇1 is uniformly continuous in time

17 / 27



Case study - Lyapunov

Consider a PD function in the errors (where ki > 0, vi ∦ vj ∈ R3),

V1 =
N∑

i=1

ki

2 ‖ReR̃
>
vi − vi‖2 + 1

2ω
>
e Jωe +

N∑
i=1

ki

2 ‖R̃vi − vi‖2 + 1
2 ω̃
>Jω̃.

The function is NSD along the solutions of the error dynamics, with

V̇1 =− cR

∥∥∥ N∑
i=1

kiS(R̂>vi)(Rr
>vi +R>vi)

∥∥∥2
− ω>e Kωωe − ω̃>Cωω̃.

where cR > 0,Kω � 0,Cω � 0.

(i) Standard Lyapunov theory is difficult to apply

(ii) As V̇1 is negative semi-definite, V1 is upper bounded,

(iii) Due to (ii), errors are bounded, and therefore V̈1 is bounded

(iv) Due to (iii), V̇1 is uniformly continuous in time

17 / 27



Case study - Lyapunov

Consider a PD function in the errors (where ki > 0, vi ∦ vj ∈ R3),

V1 =
N∑

i=1

ki

2 ‖ReR̃
>
vi − vi‖2 + 1

2ω
>
e Jωe +

N∑
i=1

ki

2 ‖R̃vi − vi‖2 + 1
2 ω̃
>Jω̃.

The function is NSD along the solutions of the error dynamics, with

V̇1 =− cR

∥∥∥ N∑
i=1

kiS(R̂>vi)(Rr
>vi +R>vi)

∥∥∥2
− ω>e Kωωe − ω̃>Cωω̃.

where cR > 0,Kω � 0,Cω � 0.

(i) Standard Lyapunov theory is difficult to apply

(ii) As V̇1 is negative semi-definite, V1 is upper bounded,

(iii) Due to (ii), errors are bounded, and therefore V̈1 is bounded

(iv) Due to (iii), V̇1 is uniformly continuous in time

17 / 27



Case study - Barbălat

Lemma (Barbălat ’59 [9])
Let φ : R≥0 → R be a uniformly continuous function on its domain. If
Φ(t) = limt→∞

∫ t
0 φ(τ)dτ exists and is finite, φ(t)→ 0 as t→∞.

φ , V̇1 is uniformly continuous.

Φ , V1 ≥ 0 and decreasing (V̇1 ≤ 0), V1 converges to a limit.

Application of the Lemma yields asymptotic convergence to

lim
(t−t◦)→∞

V̇1 =0⇒



lim
(t−t◦)→∞

ωe = 0

lim
(t−t◦)→∞

ω̃ = 0

lim
(t−t◦)→∞

N∑
i=1

kiS(R̂>vi)(R>r vi +R>vi) = 0
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Case study - Barbălat

Lemma (Variant of Barbălat’s Lemma [10, Lemma 2.2.12])

Let f : R≥0 → R be any differentiable function. If f(t) converges to
zero as t→∞ and its derivative satisfies

ḟ(t) = f0(t) + η(t) t ≥ 0, (9)

where f0 : R≥0 → R is uniformly continuous and η : R≥0 → R. If
η(t) tends to zero as t→∞, ḟ(t) and f0(t) tend to zero as t→∞.

Consider

As f(t)→ 0 and f0(t) is uniformly continuous, f0(t)→ 0 as t→∞.
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η(t) tends to zero as t→∞, ḟ(t) and f0(t) tend to zero as t→∞.

Consider

Jω̇e︸ ︷︷ ︸
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Case study - Barbălat

Summary from Barbălat

First application,

N∑
i=1

kiS(R̂>vi)(R>r vi +R>vi) , f0(t) + g0(t)→ 0.

Signal chasing, f0(t)→ 0⇒ g0(t)→ 0 as (t− t◦)→∞

All solutions converge to an invariant set

S =

(Re, R̃,ωe, ω̃) ∈ SO(3)2 × R6

∑N
i=1 kiS(R>r vi)R̂

>
vi = 0∑N

i=1 kiS(R>vi)R̂
>
vi = 0

ωe = 0
ω̃ = 0

 .

However, convergence to S is asymptotic, but not necessarily uniform.
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Case study - Matrosov

The main idea of Matrosov

NSD V̇1 and non-autonomous error dynamics

Find uniformly bounded function Yi which upper bounds V̇i
Satisfy nested properties on Yi
Exact details in [3, Thm. 1 and Thm. 2].

0 1 2 3 4 5 6 7 8 9 10
−2

−1

0

1

2

Time t

Y1(x)
V̇1(t,x)
Y2(x)
V̇2(t,x)
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The main idea of Matrosov

NSD V̇1 and non-autonomous error dynamics
Find uniformly bounded function Yi which upper bounds V̇i
Satisfy nested properties on Yi
Exact details in [3, Thm. 1 and Thm. 2].

In this context, let

V̇1 , Y1

V2 = ω>e
∑N
i=1 kiS(R>r vi)R̂

>
vi.

Then, plugging in the error dynamics,

dV2

dt
≤ −

∥∥∥∥∥
N∑

i=1

kiS(R>r vi)R̂
>
vi

∥∥∥∥∥
2

+ M3

∥∥∥∥[ωe

ω̃

]∥∥∥∥+ M4

∥∥∥∥[ωe

ω̃

]∥∥∥∥2

, Y2,

Y1 = 0⇒ ωe = ω̃ = 0⇒ Y2 ≤ 0, and
Y1 = Y2 = 0⇒ (Re, R̃,ωe, ω̃)→ S.
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Case study - Summary

Barbalat + Signal chasing + Matrosov

Uniform asymptotic convergence of (Re, R̃,ωe, ω̃)→ S

It is also possible to show

By conditions on {(ki, vi)}N
i=1: S contains 13 isolated equilibrium points

By local linearization : (I, I, 0, 0) ∈ S is UAGAS

By local linearization : (I, I, 0, 0) ∈ S is ULES

τ r

Σr

{Rr,ωr}

τ = g(·)

dζ
dt = h(·)

ζ

Σ
τ

ζ

{R,ω}

{yi}Ni=0
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Case study - Simulation
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Case study - Simulation

Recall, the proposed Lyapunov function

V1 =
N∑

i=1

ki

2 ‖ReR̃
>
vi − vi‖2 + 1

2ω
>
e Jωe +

N∑
i=1

ki

2 ‖R̃vi − vi‖2 + 1
2 ω̃
>Jω̃.
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Case study - Simulation

The Lyapunov function time derivative in the errors (black)

V̇1 =− cR

∥∥∥ N∑
i=1

kiS(R̂>vi)(Rr
>vi +R>vi)

∥∥∥2
− ω>e Kωωe − ω̃>Cωω̃.

And evaluated from V1 by numerical differentiation (blue)
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Conclusions

Summary

Separation principle and peaking

Uniform stability and robustness

Tools from Lyapunov, Barbalat, and Matrosov

Making sense of 27 error signals

Code: AerialVehicleControl.jl [11]

More: ACC Wed, 10.15 and 11.00 (UTC -5)

Thank you for listening!

[11] M. Greiff, AerialVehicleControl.jl, nonlinear and robust UAV control system
synthesis, github.com/mgreiff/AerialVehicleControl.jl, 2020
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https://control.lth.se/fileadmin/control/staff/greiff/html_avc/
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