
Bridging the expert 
knowledge gap with LLM’s

Friday Seminar



Agenda
• My research trip to Aalborg

• Intro to joint research with Julia on LLM’s in our teaching

• Can a non-STEM user solve our exam with Chat-GPT?



Aalborg, Denmark



Water Lab



The LLM-powered control-engineer

Teaching?Workflow?

Skillsets?Safety?



Bridging the expert knowledge gap with LLM’s

• ”Can Chat-GPT solve an exam?”

Typical studies: Our proposed study:

• ”Can a student with LLM-support solve an 
exam?”

• Human operators in closed-loop with an LLM

• Students have engineering background (but 
not control)

• Experiment planned for August



Problem-solving with LLM’s



Can a non-STEM-user solve our exam? 

• Ruth Horak (thank you)

• Copenhagen University

• Works with generative AI at the university 

• Has LLM-experience, but not STEM background

• Using Chat-GPT (GPT-4, with image reading and python interface)

• Solved Jan 13 2021 exam in English



Question 2
Hunting Rabbits and Foxes

● A-C: linearize and analyze stability

● D: Design feedback gains (hunting policy) 
to place closed-loop poles

● E: Why could it be bad to hunt only foxes? 
(unstable rabbits)



A-C: Linearize and analyze stability

Correct equilibria

Correct linearization

Correct stability 
analysis

Reasonable prompting



D: Design feedback 
gains (hunting policy)

Reasonable prompt

Step-by-step 
solution guide

Fails to actually 
compute answer

Ruth misinterprets 
this as a real 
answer



Question 3
Match Plots and TF’s

● A: Match TF’s with Nyquist plots 

● B: Find maximum stable P-controller-gain 
(gain margin)



Ruth gets plots into 
the system 

Chat-GPT identifies 
delay

Only B (delay) is correct.  

Ruth can’t check the answers 
together with the plots

A: Match plots



B: Find gain margin

Prompts to ensure 
motivations

Incomplete / incorrect 
formulation

Moves on before providing 
answer

Final answer is more of a ”recipe” for a solution

Ruth seems to 
suspect there is 
more to the 
question.

The ”correct” method is provided, 
but not used



Question 4
Design PI-control for bulding

● B: Calculate closed-loop TF 

● C: Find maximum P-gain for stability

● D: Argue about the choice of controller



B: Calculate closed-loop

Correct start

Error

Wrong

Hallucinates a 5th order term

Very wrong answer



C: Maximum P-gain

Checks necessary criterion

Establishes (wrong) conditions

Concludes K > 0...

Asks Ruth to please use python

Ruth retries



D: Choice of controller

”Correctly” suggests PID

Also suggests everything else



Summary
Total:  12.5 / 25
Passing grade: 12

Q Description GPT-answer Ruth interaction Score

1 ODE to state space, discuss stability Correct Asked Chat-GPT to double-check its’ own 
answers.

2.5 / 2.5

2 Nonlinear Lotka-Volterra ODE. Find stationary points. 
Linearize and analyze.

Correct equilibria, linearization and stability 
analysis. Did not design feedback law L.

Failed to realize that 2d was only a recipe, and 
not an actual answer.

4.5 / 6.5

3 Match transfer function to nyquist plots. Find gain margins. 
Image heavy.

Mismatches some plots. Provides no 
explicit gain margins.

Seems to realize something is missing in 3b, 
fishes for further answers.

0.5 / 4

4 Find closed-loop TF, find stable controller parameters. 
Calculation heavy. Recommend better controller structure.

Fails with calculations (appears to use 
sympy). Repeated “error analyzing”. Very 
many recommended controllers in answer. 
Finally provides (incorrect) solution to closed 
loop system.

Double checks that solution matches block-
diagram. Reprompts to try and get through errors.

0.5 / 4

5 Pole placement of state-space plant. Why do we need an 
observer?

MANY errors with symbolic python crashes. Reprompts while keeping context. Proposes using 
python for calculation.

1.5 / 1.5

6 Identify cascade and feed-forward structure in block-
diagrams. Compare the two structures.

Correctly identifies structures, but misses 
6d.

1.5 / 2

7 Phase and amplitude margins in bode plots. Design a 
compensator for increased phase margin.

Reads margins, but wrong. Provides “how 
to”-instructions for reading margins and 
designing compensators.

Prompts to check that answers are relevant, but 
fails do double-check plots.

1.5 / 4.5



Observations

● Splitting questions into steps

● Making Chat-GPT check its’ own 
answers

● Maintaining question context

● Suggesting  the use of numerical 
tools

Ruth was good at: Ruth did not (which a student might):

● Correctly identify when the 
questions were not fully 
answered

● Double-check calculations

● Read plots

● Identify when numerical tools are 
unnecessary



The errors that LLMs make



Thank you!

Questions? Discussion?
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