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Problem statement

Problem: Approximating a hybrid system by means
of a simpler model

Goal: Obtain a simpler model able to mimic the
system behavior over some finite horizon 7" aimed at
system verification
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Basic terminology

Let S be a continuous-time linear time-invariant dynamic system
described in state-space

N {£<t>:As<t>+Bu<t> " S:<A B>‘
y(t) = CE(t) + Du(?) ¢ D
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Basic terminology

Let S be a continuous-time linear time-invariant dynamic system
described in state-space

< {é(t>=A§(t>+Bu(t) " S:<A s>'
y(t) = CE(t) + Du(?) ¢ D

Definition 1 (Gramians).

The controllability and observability Gramians of S are defined as

t
We(t) = / ATBB AT o
0

t ’
Wo(t) = / eATCICeM dr.
0
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Balanced realization

Definition 2 (Balanced system).

System S is balanced if W, = W,.
Furthermore, S is principal-axis balanced if W, =W, = X, with

Y= dia‘g{alaaQa"'7an}7

where o; are the Hankel singular values of S, listed in decreasing
order.
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Balanced realization

Definition 2 (Balanced system).

System S is balanced if W, = W,.
Furthermore, S is principal-axis balanced if W, =W, = X, with

Y= dia’g{017027 000 70n}7
where o; are the Hankel singular values of S, listed in decreasing
order.

A balanced realization is obtained by determining a balancing
transformation matrix 7" such that

We=TW,T* B
{ = W, Wy=TOWW,) T™! =%

Wo=T*W, T}
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Balanced realization

The state vector can be transformed in its balanced form according to

while the state vector of the balanced realization can be partitioned
x :

as ¢ = xl with ;1 € R™ and 25 € R ",
2

A balanced realization is thus obtained as

TAT-! TB A B An A B
S‘<CT—1 D>_<C’ D>_ A An B
¢, C, D
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Balanced truncation

A reduced order model can be obtained by setting i» = 0, yielding

g . Ar B\ _ (An - A12A5) As1 By — A12A5) By
e Cr Dr Cl - 02A521A21 D — 02A521B2 ‘

An estimate of the neglected state x» is given by
~ -1 -1

which corresponds to the condition iy =0
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Order selection

To select the order n, of the reduced system, one can choose
v € [0, 1] and set

n, = argmin (¥(i) <),
1€{1,2,...,n}

where ¢ : {1,2,...n} — [0,1) is defined based on the Hankel
singular values g1 > 09 > -+ > 0, of system S as follows:

_ 2;21 0j

) =1 .
17[)(1) 2?21 0;
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1 Modeling Framework
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Switched Affine systems

Switched Affine (SA) systems
» discrete state component ¢, € @ = {1,2,...,m}
> continuous component ¢, € =, = R™ and output y, € Y, = RP,
evolving according to

{éa(t) = Aqaga(t) + Bqa“(t) + faa
Ya(t) = Cg,8a(t) + gg,-

Friday Seminar @ Reglertekink 2015



Switched Affine systems

Switched Affine (SA) systems
» discrete state component ¢, € @ = {1,2,...,m}

> continuous component ¢, € =, = R™ and output y, € Y, = RP,
evolving according to

{éa(t) = Aqaga(t) + Bqa“(t> + faa
Ya(t) = Cg,8a(t) + gg,-

> A collection of polyhedra

U {Dome; C Yax U, i€ Qt=Y,xU
1€Q
» Each polyhedron Dom, ; is defined through a system of r; linear
inequalities
Domg ;i = {(Ya,u) € Yo x U: G{*yo + Gi'u < Gy},

with GY* € R"*P, G¥ € R"*™ and G; € R".
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Switched Affine systems

> A transition from mode i € ) to mode j € ) occurs as soon as
B (Yo, u) ¢ Dom, ;, and
B (Yo, u) € Domyg

> Identity reset maps

Dom, ;

Domyg,;
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System Reduction
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System Reduction

Procedure

Reformulation of the Switched Affine (SA) system as a Switched
Linear (SL) one
Reduction of the SL system

@ Redefinition of reset maps
® Reduction and order selection of the continuous component

Reconstruction of the SA system output
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Reformulation of the SA system as a SL one

Let e ==%,, and y € Y = Y, evolve as
{é(t) = Aq&(t) + Bgu(t)
y(t) = Ce&(t)
and let
f_a,q - _Aglfq
Ya,g = Cq€a,q + 9q
A transition from mode 7 € () to mode j € @) occurs as soon as
> (Y + Ya,is u) ¢ Dom;, and
> (Y + Ya,is u) € Dom;

where Domg = Domg 4, q € Q.
When a transition occurs at time ¢7, then, £ is reset as follows

E(t) =E(t7) + &ayi — ay-
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Reformulation of the SA system as a SL one

Proposition.

Suppose that SA and SL have
> £4(0) = &40 and £(0) = Eap — ga,qa,or
> ¢a(0) = ga0 and ¢(0) = a0, and
» both fed by the same input u(t), t € [0,T]

Then, the execution of &,, q, and y, over [0,T| can be recovered as

qa(t) = q(1)
ga(t) = g(t) + ga,q(t)
ya(t) = y(t) + ya,q(t)-
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Reduction of the SL system

We associate to each mode ¢, € () a reduced model of order n, ;, < n
{ir(t) = Arg.@r(t) + Br,g, u(t)
@(t) = Crﬂrxr(t) + D""y%“u(t)

A transitions from mode 7 to mode j when
> (§+ Ya,isu) ¢ Dom;, and
> (J+ Ya,is u) € Dom;

When a transition occurs at time t—, then, z, is reset as follows

(1) = Lye(¢7) + Myu(l™) + Nji.
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Estimate of the state variables

1. The estimate 7 is reconstructed from the reduced state z, as

~ Tr
r = -1 -1
_Ai,22Ai,21$r - Ai,22Bi,2“

_ [ Inr,ixnr,i

21 Tr +
_Ai,22Ai721

TLT7¢><1 U
-1
_Ai,QzBiQ
which can be rewritten in compact form as
= H;x + K; u,

2. The estimate £ of the state of the SL system associated with
mode ¢ € @Q:
{=T; %,
obtained from Z through the balanced transformation matrix T5.

Friday Seminar @ Reglertekink 2015



Reset map (a) from Mazzi et al., CDC 2008

The reset map of the reduced system is

A~

xr(t) :Enr,j‘%(t) = Em,j ij(t)

where E, . is a matrix extracting the first n,.; rows from Z(t), being
nr; the dimension of z,. in mode j.

é(t) :g(ti)"’_ga,i_ga,j: z_ “%( )+§az ga,j
= T;lHi xr(t_) + T,;lKi u( ) + ga,i - Ea,ja

yielding

3(8) =B, , 15 (T Hiae(£7) + T Kiu(t) + €ai = €ay)
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Reset map (b) best reproducing the output free response

We choose the reset map as
7(t) =0{7E(t)

and \I!](T) so as to minimize over an horizon of length 7 > 0 (possibly
T = 00)

T = [l = a1
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Reset map (b) best reproducing the output free response

We choose the reset map as

Matrix \IJ(T) minimizing J for anyéC is given by

\Ij]('T) = Wr 0]( )Wx ]( ), where

W,n,o,j(f):/( Arsty' 1 Gy sehnit dit
0

Wx,j(f):/O( € Cy jetrit dt,
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Reset map (b) best reproducing the output free response

We choose the reset map as

yielding
(1) =0E(1) = vl (é(t—) + & — Sa,j) =
—g(") (Ti—l@(t*) + Lo — Ea,j)
=i (T Hie () + Ty Kyu(t) + €ai — ag)
=Wy (W (7) (T Hia (47) + T Kou(t7) + €ai = €ay)
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3 A Randomized Method for Model Order Selection
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Problem description

stochastic input

N0

—

N\
/\//\/\
’\//\/

u(t)

S

S,

» Model S, is fed with the same stochastic input u(t) as the
original system S and tries to reproduce y, through ¢ along a

time horizon T
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Quality of the approximation

Model S, is a p-approximation up to level 1 — € of system § if

P{dr(ya,93) <p} =1—e€

Notion adopted in [Julius and Pappas, IEEE TAC 2009] and [Abate
and Prandini, IEEE CDC 2011]

stochastic input

D u(t) R S Ya

N\ —
/\//\/\
N\
0
P=c¢ ~ ST -
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A Randomized Method for Model Order Selection

For each v € I C [0, 1], the approximation quality pZ of the reduced
order model with parameter ~ is the solution to the following
chance-constrained optimization problem:

CCP, :minp
p

subject to: P{d1(y,, %)) <p} >1—ce.
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A Randomized Method for Model Order Selection

For each v € I C [0, 1], the approximation quality pZ of the reduced
order model with parameter ~ is the solution to the following
chance-constrained optimization problem:

CCP, :minp
p

subject to: P{d1(y,, %)) <p} >1—ce.

As argued in [Abate & Prandini, IEEE CDC 2011], the directional
Hausdorff distance

d7(Ya, §3) = sup inf [|ya(t) — (1)
teT T€T
is a sensible choice for dy(ya, y)) when performing probabilistic

verification.
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Randomized solution [Campi & Garatti, JOTA 2011]

Extract N realizations of the stochastic input u(i)(t), t € 7, and
consider only the corresponding constraints

CCP, : minp
P

subject to: dr(y(, §7 M) == pM) <
dr(y®,50®) = < p

I
=
A
s

dr(vs), 309) -

(N)

dr(ys", i) == pM < p

» Ya
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Randomized solution [Campi & Garatti, JOTA 2011]

Determine the |7N | largest values of {p(?), i = 1,2,... N} and re-
move them so as to improve the cost

CCP, : minp

subject to: dy(yV, 57 M) = =pM <p
dr (Y2 B =75"% < p
dr (y =77 < p
dr(ys™ g ™) = p0 < p
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Randomized solution: Scenario Theory

Proposition.

Select a confidence parameter 3 € (0,1) and an empirical violation
parameter 1 € (0,€). If N is such that

L]
g <N>€z(1 _E)N—z’ <

i—0 \°

B

|’

then, the solution p%, v € T, of the presented algorithm satisfies
P{dr(ya,97) < P4} >1—¢, ¥y €T,

with probability at least 1 — (3.
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Role of the parameter (3

As g — 0:

> p) is certainly feasible for the original CCP
» N — o0

N increases with the logarithm of 3 [Alamo et al., 2010]
1 1 1
N>-(1+1Io <> +4/21lo ()
c ( B\B) VTR

By choosing 3 = 10719, feasibility is guaranteed with a confidence
that is in practice 1.
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3 Application Example

Friday Seminar @ Reglertekink 2015



Application Example — the considered system

H (I (I I {I H

{¢i T; = >t Orijhii (T — Ti) + Seikei (Texe — Ti) + kit

Thitli = —0; + hi - pi — Xi Text

with a switching control policy
» Room policy: the heater in room 7 is on if T; < on; and off if
T; > offi,
» Building policy: a heater is moved from room j to an adjacent
room 7 if the following holds
m room ¢ has no active heater;
m room j has an active heater;
m temperature T; < get;;
m the difference T; — T > dif;.
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Order selection — Hankel singular values

Hankel Singular Values

o
o0

<
>

o
e

<
O
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Order selection — Randomized approach

6 |
lisr
looc.
looe,

4, |
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2, |
: e
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Conclusion and Future work

Contribution

> State reset maps that make the reduced model best reproduce
the free response of the original system,

» Randomized procedure for model order selection.

» Developed extension to switching systems with dwell time 7p
and the approximated dynamics has a settling time smaller than
TD.

» Future work: Study exogenous switching signal, possibly
probabilistic, e.g., Markov jump linear systems.
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Thank you for the attention

Questions, suggestions, comments are welcomel!

Domg; stochastic input ' B
D o) [ o | 1
N \—1
N NV «
— .
S Ya
P ' ,] N
12 3 4 5 6 1 8
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