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Introduction

Behavior shaping by conditioning
@ Bring the dog into a desired
position or action

@ Give immediate rewards
@ Be consistent
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Introduction

The reinforcement Learning .
problem . Agent
@ Agent
@ World
@ Reward "t Environment |-

St a;

The objective is to maximize total expected discounted return

Va(sk) = E {Z’yi_kr(si,ai)} . 0<y <1 (1)
i=k
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Introduction

Principles of developmental robotics

@ Incremental Developing: continuous
development and integration of new skills
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Introduction

Principles of developmental robotics

@ Incremental Developing: continuous
development and integration of new skills

@ Subjectivity: what the robot learns must be a
function of what the robot has experienced
through its own sensors and effectors

@ Embodiment

@ Grounding How can the semantic
interpretation of a formal symbol system be
made intrinsic to the system

@ Verification: an Al system can create and
maintain knowledge only to the extent that it can
verify that knowledge itself
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Reinforcement Learning

Bellman equation
Va(sk) = r(sk, ar) + YVr(Sk+1), Ve(0) =0 )
DT Hamiltonian
H (s, m(sk), AVk) = r(sk, m(sk)) +7Va(spt1) = Va(se)  (3)
From Bellman equation
H(sg,m(sk), AVy) =0 (4)

According to the principle of optimality, we derive discrete-time
Hamilton-Jacobi-Bellman (HJB)

Vi(sk) = max (r(sk;ax) + 9V (sk41)) (5)

And optimal policy

" (s) = arg max (r(sks ax) + V" (sk41)) (6)
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Reinforcement Learning

Approaches based on dynamic programming

@ Policy lteration

Eval Im E I E I
m =y By By S S S,
@ Value lteration

Vit1(sk) = r(sk, mj(sk)) +7Vi(skt1)

Tj+1(sk) = arg max (r(sk, m(sk)) +YVis1(sk+1))
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LQR vs. RL

s—x, a—u m—K, r(zp,u)=—(zk Qx4+ ul Ruy)
@ Policy lteration: Hewer’s method for solving the DT Riccati
equation
(A— BK;)"Pj41(A— BK;) — Pis1+ Q+ K/ RK; =0
and policy update
Kjy1=(R+B"P1B)'BTP A
@ Value lteration studied by Lancaster and Rodman

Pjy1 = (A~ BK;)"Pj(A - BK;) + Q + K] RK;
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Reinforcement Learning

Dynamic programming

@ Off-line procedure
@ Full knowledge of A and B

Using data measured along the trajectory

@ Adaptive Dynamic Programming (ADP)
@ Neurodynamic programming (NDP)
@ Actor-critic Architecture

Key ingredients

@ temporal difference (TD)
@ value function approximation (VFA)
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Reinforcement Learning

Dynamic programming

@ Off-line procedure
@ Full knowledge of A and B

Using data measured along the trajectory

@ Adaptive Dynamic Programming (ADP)
@ Neurodynamic programming (NDP)
@ Actor-critic Architecture
Key ingredients
@ temporal difference (TD)

@ value function approximation (VFA)

RL can offer an (in)direct adaptive control approach
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Q-Learning

Temporal Difference (TD) Error:

e =1+ ’YQi(ﬂckHﬂT(JUkH)) - Qi(xk’u’f) Y

Q™ (@ up) = Q" (wk, ur) + ney (8)
The controller
m(x) = arginax Q(z,u) (9)
Optimal value
Vi(xy) = Q" (zk, m(2)) (10)
e-greedy policy: A random action with the probability of e otherwise

ug = ()
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Q Function for LQR

T
Qk (rp,up) = lxk]

Uf;

Q+ATPA  BTPA ] [:ck

_ T
ATPB R+ BTPB ]—ZkHZ’“

Uf;

where P is the solution to Lyapunov equation for the given K

Qx (v, ugp) = H 2

where H = vec(H) and zj, = 2} ® 2. This result in fixed-point
equation

H'z), = 2} Qui + wj, Rug + H" Zp 4
by setting %QK(xk,u) =0
up = =Kz, = —(Hyu) ' Hug (11)
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Three-finger Hand

Problem
Find an optimal sequence for fingers in order to rotate a ball
counterclockwise at fast as possible

@ Camera detects the rotation and drops
@ Tactile sensor provides information for bad/good grips
@ Internal states are observable

frame: 00
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Three-finger Hand

Problem

Find an optimal sequence for fingers in order to rotate a ball
counterclockwise at fast as possible

@ Design a reward!

frame: 00
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Three-finger Hand: Methods

Abstract States:
Left Open = {(r, ¢)|r > 19 A0 < ¢ — ¢po < 157/180}

U; Effect T; Definition

0 Null 0 R}ght Open
1 Right Close
1 Close or Open
2 Left or Right 2  Left Open
? 3 Left Close

Possible actions 3° = 27 No. of states 43 — 64
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Three-finger Hand: Methods

z(k+1) = f(x(k), u(k)) (12)
where
fi =shl(XOR(shr(z; A 10b), shr(u; A 10b))) (13)
A XOR(z; A 01b, u; A 01b)
1 ccw rotation
—1  cw rotation
r(z,u) = ¢ —1  one or two fingers are still while the rest are moving

—2  all fingers move but not all in the same direction

—10 unstable grip, i.e., less than 2 fingers in contact
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The optimal sequence 2/8. The states right after a rotation are
highlighted in red.
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frame:01 frame: 02 frame: 03

frame:04 frame: 05 frame: 06

A non-optimal sequence 1/6: one steps out of six cause a ccw
rotation.
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Three-finger Hand

@ Incremental Developing
@ Subjectivity

@ Embodiment

@ Grounding

@ Verification
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Three-finger Hand

Incremental Developing
Subjectivity
Embodiment
Grounding

e 6 6 o o

Verification

Model free

(]

@ Rewards are entirely related to the objective
@ The reward signal is grounded in the physical world
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Three-finger Hand

@ Incremental Developing

@ Subjectivity
@ Embodiment
@ Grounding

@ Verification

I get a kick out of rotating a ball counterclockwise
and it is so boring to drop it!
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What is real?
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https://youtu.be/VVro5wxqh4U?t=1m28s
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Conclusion and Future research

@ Reinforcement Learning
@ Connection between RL and LQR

@ Importance of verification principle
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Conclusion and Future research

*J

Reinforcement Learning
Connection between RL and LQR

(]

(7]

Importance of verification principle

Extension to 3D and continuous states

°
@ How to reuse a learned model

@ Automatic creation of abstract states
o

Reward design and the role of intuition
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Thank you for listening!
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